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Abstract: Internal fluidization in soils due to pipe leakage can compromise the integrity and strength of 
surrounding soils causing softening and deformation that could pose threats to nearby structures. Analyzing 
the coupled dynamics of soil-water interactions at the microscale level is needed to adequately understand 
the mechanism and extent of fluidization. Despite the existence of models that can accurately perform this 
coupling, it remains computationally expensive and often impractical to perform on a large scale that 
represents actual situations. In this study, we explore the potential of using the Two-Fluid Model (TFM) to 
simulate internal fluidization as a computationally feasible and scalable model. Numerical simulations of a 
pressurized water jet into a submerged sand bed are carried out and the results are compared with 
experimental data and other numerical results. The analysis presented in this study shows a good 
agreement between the proposed TFM approach and both experimental and numerical simulation in terms 
of excess pore water pressure values and the extent of the fluidized zone. The model limitations arising 
from the continuum representation are then highlighted. The model’s performance indicates that it is a 
viable tool for the preliminary assessment of soil-water coupling problems involving leaking watermains and 
similar problems in ground engineering.  

1 INTRODUCTION 

Internal soil fluidization and erosion can happen in the vicinity of leaking buried pipes due to local pressure 
increase and rapid water flow within the surrounding soil. When fluidized, the soil loses some or all of its 
shear strength (i.e., liquefied) due to the increase in pore water pressure. This can compromise the soil 
integrity, strength and ultimately leads to volume loss and the formation of sinkholes (Ali and Choi 2019, 
Karoui et al. 2018). Characterizing and predicting internal fluidization of soils can be particularly challenging 
considering the complex underlying physics that govern fluidization (Cui et al. 2014). These physics involve 
the interaction mechanisms, momentum transfer and force balance between soil particles and water, or 
other fluids (Zhu et al. 2007). This type of analysis has been widely adopted in fluidized beds, where 
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fluidization is induced by gas or liquid injection through an opening (Tsuji, Kawaguchi, and Tanaka 1993, 
Ostermeier et al. 2019, Deen et al. 2007). In ground engineering and earth structure, with less controlled 
environment than this of fluidized beds, the analysis becomes more complex as the properties of soils such 
as cohesion and particle size variability come to play a major role (Suzuki et al. 2007, Zou, Chen, and 
Zhang 2020). Furthermore, if a hydraulic transient is to occur in a compromised leaking pipe, more complex 
interactions are to happen as the pressure wave travels back and forth across the system.  

Analyzing internal fluidization requires access to information related to the micromechanics of the system 
and resolving the particle-fluid interaction. Several attempts have been made to investigate these 
interactions experimentally (Alsaydalani 2010, van Zyl et al. 2013), numerically (Cui et al. 2014) and using 
simplified analytical models (Montella et al. 2016, Vardoulakis, Stavropoulou, and Papanastasiou 1996). 
Given the limited flexibility of experimental and analytical solutions in obtaining microscale information and 
dealing with a wide range of initial and boundary conditions, numerical analysis is mostly adopted. The two 
most common approaches are pure continuum analysis and coupled discrete-continuum analysis. In pure 
continuum analysis, the solid and fluid phases are treated as a single continuum with collective properties 
that account for the presence of both phases (i.e., a mixture). Alternatively, the two phases are interpreted 
as inter-penetrating continua each representing a single phase such as the case of the Two-Fluid Model 
(TFM) (Anderson and Jackson 1967, Kuipers et al. 1992, Gidaspow 1994). On the other hand, in coupled 
discrete-continuum analysis the solid phase receives a discrete Lagrangian treatment while the fluid phase 
is considered as a continuum. Examples for this type of analysis involve the coupled Discrete Element 
Model-Computational Fluid Dynamics (DEM-CFD) (Tsuji, Tanaka, and Ishida 1992) and Discrete Element 
Model-Lattice Boltzmann Model (DEM-LBM) (Cook, Noble, and Williams 2004).  

Although utilizing discrete methods such as DEM-CFD allows for a relatively more accurate representation 
of the soil-water coupling compared to continuum-based approaches, it comes at a high computational cost 
(Ibrahim and Meguid 2020). On the contrary, coupled continuum modelling such as the TFM is much more 
computationally feasible with code execution time of approximately 7% of this of CFD-DEM (Hirche, 
Birkholz, and Hinrichsen 2019). Thus, it allows for analyzing larger and more realistic systems and 
producing results than can be incorporated into conventional analysis needed for design and risk 
assessment. The application of the TFM, however, has so far been limited to a few cases in simulating 
sediment transport and riverbed morphology (Chauchat et al. 2017, Cheng, Hsu, and Calantoni 2017). The 
model’s performance is yet to be tested in dealing with earth structures where soils are densely packed and 
quasi-static flow conditions are most likely to be dominant.  
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Figure 1: Schematic diagrams for the onset of fluidization: (a) Illustration of the formation of internal 
fluidization in the vicinity of a leaking pipe; (b) A conceptual representation of the fluidization parameters 
around the aperture.   

In this study, we aim to explore the potential of the TFM to simulate internal fluidization around leaking 
pressurised pipe (Figure 1(a)). The test case consists of a buried pressurised pipe with an aperture, through 
which, a water jet is released into the overlying sand layer leading to internal fluidization that can lead to 
the formation of a water-filled cavity (Figure 1(b)). We investigate the ability of the model to capture the 
extent of the fluidized zone and the associated changes in pore water pressure. Emphasis is placed on 
identifying the drawback and limitations of the TFM approach in analyzing soil fluidization caused by water 
leakage in subsurface structures.  

2 NUMERICAL ANALYSIS  

The TFM used in this study was developed following the local volume-averaging technique proposed by 
Anderson and Jackson (1967). In this model, the particulate phase is considered as a fluid-like continuum 
with equivalent pressure and shear stress flow parameters that reflect the granular behaviour of solids. 
Thus, the core of this model is the constitutive relationships (closures) used to obtain these parameters. 
Significant developments to these closures have been made since they were early presented by Anderson 
and Jackson (1967) such as the Kinetic Theory of Granular Flow (KTGF) (Gidaspow 1994, Jenkins and 
Savage 1983, Lun et al. 1984, van der Hoef et al. 2006) and granular rheology (Revil-Baudard and 
Chauchat 2013, Cheng, Hsu, and Calantoni 2017). The governing equations for the TFM consist of the 
locally averaged continuity and momentum equations. The conservation of mass for both phases can be 
written as (Chauchat et al. 2017):                                             
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where 𝛼௙ and 𝛼௦ are the volume fractions of both fluid and solid phases such that  𝛼௙ +  𝛼௦ = 1, 𝜌௙ and 𝜌௦ 
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phases, respectively (i.e., ux, uy or uz in cartesian coordinates).  Similarly, the conservation of momentum 
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where 𝑝 is the fluid pressure, 𝑓௜ and 𝑔௜ are the external and driving body forces and the gravitational 
acceleration, 𝜏௜௝

௙  is the shear stress tensor of the fluid phase, 𝜏௜௝
௦  and  �̅�௦ are the shear and normal stresses 

of the solid phase, and 𝐾 is the drag parameter. The last term of the right-hand side of Equations (3) and 
(4) represents the drag force between the two phases associate with particle-fluid interaction, hence it 
appears in opposite signs such that Newton’s third law of motion is not violated.  

The solid granular phase is essentially discrete, such that macro-scale or domain-averaged pressure and 
shear forces are determined from the collective forces acting on individual particles. However, the 
continuum representation of the solid phase in Equations (2) and (4) does not allow for direct discrete 
treatment of the solid particles. Thus, closures are needed to obtain the equivalent granular pressure and 
shear stresses as cell-averaged values. In this study, the closures obtained from the Kinetic Theory of 
Granular flow are adopted (Gidaspow 1994, Ding and Gidaspow 1990). The solid granular pressure, �̅�௦, 
consists of two components: permanent contact pressure, 𝑝௙௙, and shear induced pressure  𝑝௦ (Johnson 
and Jackson 1987): 

�̅�௦ = 𝑝௙௙ + 𝑝௦     (5) 

where the permanent contact component is expressed as:  

𝑝௙௙ = ቐ
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ி௥௜௖  ,

𝐹𝑟
ቀఈೞିఈౣ౟౤

ಷೝ೔೎ቁ
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(ఈ೘ೌೣିఈೞ)ആభ
                                                         𝛼௦ ≥ 𝛼୫୧୬

ி௥௜௖
     (6) 

where 𝐹𝑟, 𝜂଴ and 𝜂ଵare empirical parameters that take the values of 0.05, 3 and 5, respectively (Cheng, 
Hsu, and Calantoni 2017). 𝛼୫୧୬

ி௥௜௖ is the minimum solid fraction considered for interparticle friction to develop, 
for spherical particles, 𝛼୫୧୬

ி௥௜௖ ≈ 0.57. and 𝛼௠௔௫ is the maximum value of solid volume fraction. Special 
attention should be given to the terms in Equation (6) to avoid diving by zero when 𝛼௠௔௫ = 𝛼௦. This is 
especially critical in the case when initial settlement of solid particles is required (i.e., static condition). If the 
initial solid fraction value was set close to 𝛼௠௔௫, numerical instabilities will develop and most likely will lead 
to a numerical singularity. In order to avoid this, a reasonable margin should be given between the initial 
and maximum packing values such that the desired initial condition can be achieved without causing 
instabilities.  

The shear-induced granular pressure depends mainly on the granular temperature of the system, Θ, the 
radial distribution function, 𝑔௦଴, and the coefficient of restitution, 𝑒, where the values of the shear-induced 
pressure is given by Ding and Gidaspow (1990). The simulation was carried out using sedFoam solver 
(Cheng, Hsu, and Calantoni 2017) on OpenFOAM CFD platform. The solver is an isothermal 
incompressible version of the twoPhaseEulerFoam solver in OpenFOAM, which is a two-phase solver for 
solid-fluid flows. The closures of the KTGF presented herein are incorporated in the solver for pressure and 
shear stress estimation in the solid phase.  

3 MODEL VALIDATION   

To test the validity of the TFM to simulate internal fluidization, we set up a numerical model to reproduce 
the experimental study reported by Alsaydalani (2010) and the numerical study performed using Discrete 
Element Model-Lattice Boltzmann Model (DEM-LBM) by Cui et al. (2014). Both studies tackle the problem 
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of internal fluidization in a submerged sand bed subjected to a local controlled water injection that 
resembles water leakage from a buried pipe. One of the important reasons we chose to validate the model 
using the two aforementioned studies is to test the model’s scalability. As opposed to CFD-DEM model, the 
continuum nature of the TFM allows for local mesh refinement around narrow openings and complex 
geometry. This can be much more computationally efficient as the need to use a large number of particles 
no longer exists. It is worth noting that  the mean particle size for the numerical study of Cui et al. (2014) is 
approximately 4.5 times larger than that used in the experiment to reduce the computational cost. 
Consequently, the slot opening size is increased to 10 times larger. Thus, the scalability of the model 
presented in this study is put the test to see if this limitation can be overcome by refining the computational 
mesh around the injection slot.  

 

Figure 2. A schematic of the experimental setup [adapted from Alsaydalani (2010). 

The experimental setup consists of a box filled with submerged silica sand (sand bed), while water is 
injected at controlled flow rates through a rectangular slot at the bottom of the box (Figure 2). Probes to 
measure the excess pore water pressure are placed along the centreline of the box and connected to sight-
tubes to measure the development of excess pore water pressure throughout the experiment. Snapshots 
of the deformation of the sand bed are taken throughout the experiment to monitor the surface heave and 
the extent of the fluidized zone. For the numerical simulation considered in this study, the height of sand 
inside the box is set to 0.3 m with two cases for average particle sizes of 1 mm and 4.5 mm corresponding 
to slot openings of 0.33 mm and 3 mm, respectively. A summary of the simulation parameters for both 
cases is shown in Table 1.  

Table 1: Summary of simulation parameters used by Cui et al. (2014) and Alsaydalani (2010) 

  
Solid density 
    (kg/m3) 

Fluid density  
     (kg/m3) 

Bed height  
        (m)  

Orifice opening 
         (mm)   

Average particle      
size (mm) 

Experiment  2650 1000 0.3 0.33 1 

DEM-LBM  2700 1000 0.3 3 4.5 
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Initially, the system is set up with solids at a volume fraction of 0.55, which is lower than the desired packing 
prescribed in the experiment (𝛼௦ = 0.63) to allow for interparticle forces to properly develop. Afterward, the 
solid particles are left to settle down to the prescribed volume fraction of 0.63 such that the total height of 
the silica sand submerged underwater is 0.3 m. The maximum packing limit, 𝛼௠௔௫, is set to 0.68 such that 
no numerical instabilities rise from the computation of the permanent contact pressure term. Settling is left 
long enough (approximately 18 seconds of simulation time) to ensure that the system is initially static and 
no particle or fluid movement is happening. After the particles had settled such that the sand bed is initially 
at rest, water is injected through the slot at controlled flowrates. For the first simulation case used to 
reproduce the results reported by Alsaydalani (2010), the in injection flow rates are 135.6, 235.5, 338.8, 
and 506 l/h. As for the second simulation case used to reproduce the DEM-LBM results reported by Cui et 
al. (2014), the injection flow rates are 0.25, 0.5, and 0.75 l/s, which are equivalent to 900, 1800, and 2700 
l/h.  

4 RESULTS AND DISCUSSION  

The numerical results presented in this section focus on two aspects: (i) the development of excess pore 
water pressure in the vicinity of the water jet, and (ii) the deformation and mobilisation of sand particles in 
the sand bed. The latter involves the surface heave and the formation of cavities/fluidized zones around 
the location of injection. Both aspects should give insights on the model’s performance regarding capturing 
micro and macro-scale interactions.  

4.1 PORE WATER PRESSURE  

The numerically calculated excess pore water pressure values along the centreline of the box are shown 
in comparison to both experimental and DEM-LBM numerical results in Figure 3 and Figure 4. From the 
simulation, we observe that the excess pore water pressure value peaks at the location of the injection slot. 
The excess pore water pressure is then dissipated gradually until it approaches a value of zero at the 
surface of the sand. For both validation cases, we find that approximately 60%-70% of the excess pore 
water pressure is dissipated in the lower 80 mm of the sand bed. Such high rate of dissipation can be 
referred to the high energy needed at the injection entrance to mobilize a portion of the sand mass. Above 
the lower 80 mm of the sand bed, the excess pore water pressure appears to vary nearly linearly with depth, 
indicating a steady flow velocity. These observations align with those reported by Alsaydalani (2010) and 
Cui et al. (2014) in the sense that the inlet velocity is higher than the critical velocity, beyond which, 
fluidization will occur.  
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Figure 3. Excess pore water pressure along the centreline above the injection slot for different flowrates, 
TFM simulation vs. experimental results. 

The results for excess pore water pressure obtained from the TFM simulations show good agreement with 
both experiment and DEM-LBM simulation in terms of the general trend and obtained values. The extent 
of mobilisation of solid particles, however, is difficult to investigate solely from the results of excess pore 
water pressure as it requires further investigation of the deformation of the sand bed.    

 

Figure 4. Excess pore water pressure along the centreline above the injection slot for different flowrates, 
TFM simulation vs. DEM-LBM results.  

4.2 Surface heave and the extent of fluidization 

To investigate the fluidized zones in our simulation, we look at the physical deformation of the sand bed 
from our simulation. As the sand surface or water above are not restrained (i.e., free surface condition), the 
upward driving force from injection is expected to cause heaving in the sand surface. This heave can be 
observed from the simulation (Figure 5(a)) and shows a decent agreement with the respective photographs 
from the experiment (Figure 5(b)). To visualise the fluidized zone around the injection slot, the colour scale 
representing solid volume fraction is shifted towards the far end of initial packing to display any possible 
mobilisation that could have happened (lower panel of Figure 5). The extent of the fluidized zone, although 
being slightly less than this from the experiment, shows a good representation of the fluidization area. 
Despite being mobilised, no cavities have been formed around the injection slot. This follow regime can be 
classified as a “static bed regime” as indicated by Cui et al. (2014), where no observable cavities are 
generated. This regime can be most closely interpreted as seepage flow, however, a fundamental 
difference from seepage is that the soil matrix does not remain intact and can be subjected to changes as 
injection conditions change.  

A thorough investigation of the solid volume fraction for different flow rates is shown in Figure 6. It can be 
seen that particles are washed away in the vicinity of injection causing a reduction in the solid volume 
fraction of approximately 11%-15% and is directly proportional to the value of flow rate.  Overall, the model 
showed good performance in capturing the characteristics of the onset of fluidization in comparison with 
the available experimental and numerical results. More importantly, the execution time for the two test cases 
considered in this study was nearly the same, which confirms the model’s scalability. This can provide a 
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reasonable preliminary assessment for the state of stresses and deformation in the vicinity of leakage and 
beyond. Nonetheless, the model suffers from some inherent drawbacks that should be taken into 
consideration.  

 

Figure 5. A comparison between the shape and the extent of the fluidized zone and surface heave, (a) 
TFM simulation vs. (b) experimental results from Alsaydalani (2010). 

 

Figure 6. Variation of the solid volume fraction along the centreline for different flow rates.  

4.3 Model limitations  

The constant particle size used in the TFM simulation may not be a good representation of the actual soil. 
This issue was not observed in the comparison included here mainly because of the uniform nature of 
sands used in the experiment and numerical simulation. However, when dealing with actual soils, a much 
wider range of particle size distribution is most likely to be the case. Since the model deals with cell-
averaged values of porosity, pressure and shear stresses, the actual coupling behaviour will be more 
difficult to capture. This issue becomes more critical in gap-graded soils where smaller particles are 
expected to be washed away into the pores of larger particles.  
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4.4 Conclusions  

In this study, we tested the potential of the two-fluid model to simulate the internal fluidization in a 
submerged sand bed subjected to controlled injection (leakage) flow rates. The following observations and 
conclusions could be identified:  
1 Our simulation results showed good agreement with reported experimental and numerical results of 

excess pore water pressure, surface heave and fluidized zone.  
2 The model could decently capture the microscale-related interactions such as local fluidization as well 

as macro-scale behaviour such as surface heave.  
3 Some inherent drawbacks to the model are identified such as its inability to account for particle size 

distribution, cohesion and particle shape.  
4 The mesh-based adopted simulations’ accuracy might be questionable when dealing with applications 

that involve fragmentation or highly convective flows in general.  

5 Overall, the model can be a viable tool for preliminary assessment of coupled water-soil applications.  
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